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HLA Interface Performance Characteristics during the DMT Experiment

Introduction

This paper presents results of timing studies done at the Air Force Research Laboratory (AFRL) in Mesa, Arizona and serves as an addendum to [3]. The goal of the study was to collect data useful for making assessments about the performance impact of integrating STOW technology (i.e., synthetic forces and synthetic environment) and a DIS-based virtual training environment. Specifically, what is the throughput and latency [as seen by the virtual component] of simulation state data generated by the synthetic forces and synthetic environment components of the STOW system.

As discussed in [3], DARPA in conjunction with AFRL and the Theater Air Command and Control Simulation Facility (TACCSF) in Albuquerque, New Mexico are conducting the DMT Experiment. The key implementation component to integrate STOW technology with AFRL and TACCSF virtual simulators is an HLA Interface (also referred to as the Gateway). DARPA developed the interface to share virtual and constructive simulation data; translating between the HLA/RTI-based data packets associated with the STOW synthetic battlespace and the DIS-based data packets used by the AFRL and TACCSF virtual simulators.

The principal performance objective of the integration is to provide STOW simulation state data to the virtual simulation hosts and the Visual Interface Unit (VIU) at a rate that does not adversely impact the quality of the training experience. Assessing the success or failure of meeting this objective requires evaluating run-time performance by monitoring the communication infrastructure and quantifying the delays imposed by using its resources.

Test Scenarios and Monitoring 

Original test plans were extensive but contention for the virtual cockpits by other tasks within the DMT Experiment and other programs, required restricting the test time. Two test scenarios were designed to characterize latencies through the HLA Interface as a function of workload (i.e., data packet throughputs, the number of virtual cockpits, and the number of Computer-Generated Forces, or CGF). The latency measurements include transport delays, delay across the RTI (HLA publications/subscriptions), data packet translation delays, and end-to-end delay (as seen at the Gateway).


The first scenario was designed to capture data throughput rates representative of different levels of pilot activity during air-to-air engagements. Specifically, low, medium, and high-levels of maneuvering providing different rates of changing aircraft position and orientation.

The second scenario was designed to observe the impact of ground CGF and STOW SE on the relevant performance metrics. Ground CGF consisted of Blue and Red forces laid down in a region of high-resolution terrain. Buildings, tank ditches, and other STOW dynamic terrain objects were also used to populate the synthetic battlespace. The test scenario consisted of sending Soar (refer to [3]) agents on a strike mission and having the virtual cockpits ‘chase’ the agents to observe the environmental enhancements provided by STOW SE. The premise of the scenario design was that the SE would induce the additional processing and communications overheads desired for this performance study.

The PerfMETRICS monitoring system described in [1,2] was used to gather data on the run-time performance of the HLA Interface. PerfMETRICS was developed to support research, analysis, and development of DIS and HLA applications. It can be used by decision-makers to make assessments about the design, configuration, and control of DIS and HLA exercises. It provides run-time performance information on simulation components including timing information on model executions, information on the performance of the simulation infrastructure and specific information on simulation host performance such as CPU, memory, and network utilization. It was extended to specifically measure network latencies and data throughputs for the DMT Experiment and also provides feedback to and control of monitored applications. PerfMETRICS was used to gather all data except the LAN and WAN transport delays, and the bandwidth utilization on the HLA network. For the transport delay measurement, a program was implemented using an echo-based measurement mechanism that in theory, would be representative of multi-cast communications up to the point where the RTI receives data from a multi-cast port.

Two instances of the program were run, one instance collecting WAN traffic from TACCSF, and one instance collecting LAN traffic at AFRL. Bandwidth utilization on the HLA network was captured using a PC-based network analyzer.
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Figure 1. Latency vs. Entity Count (Air2Air)

[image: image2.wmf]2

.

0

4

.

5

7

.

0

9

.

5

1

2

.

0

1

4

.

5

1

7

.

0

9

5

%

 

C

o

n

f

i

d

e

n

c

e

 

I

n

t

e

r

v

a

l

 

f

o

r

 

M

u

7

.

6

7

.

7

7

.

8

7

.

9

8

.

0

8

.

1

8

.

2

8

.

3

8

.

4

8

.

5

9

5

%

 

C

o

n

f

i

d

e

n

c

e

 

I

n

t

e

r

v

a

l

 

f

o

r

 

M

e

d

i

a

n

A

-

S

q

u

a

r

e

d

:

P

-

V

a

l

u

e

:

M

e

a

n

S

t

D

e

v

V

a

r

i

a

n

c

e

S

k

e

w

n

e

s

s

K

u

r

t

o

s

i

s

N

M

i

n

i

m

u

m

1

s

t

 

Q

u

a

r

t

i

l

e

M

e

d

i

a

n

3

r

d

 

Q

u

a

r

t

i

l

e

M

a

x

i

m

u

m

 

7

.

6

2

6

1

 

2

.

9

2

1

1

 

7

.

9

8

0

0

5

.

9

4

6

0

.

0

0

0

7

.

8

6

6

8

8

3

.

0

8

2

1

5

9

.

4

9

9

6

6

-

2

.

1

E

-

0

1

-

5

.

4

E

-

0

1

6

3

2

 

0

.

7

6

0

0

 

6

.

1

2

5

0

 

8

.

2

3

0

0

 

9

.

9

0

7

5

1

6

.

9

3

0

0

 

8

.

1

0

7

6

 

3

.

2

6

2

2

 

8

.

5

0

2

5

A

n

d

e

r

s

o

n

-

D

a

r

l

i

n

g

 

N

o

r

m

a

l

i

t

y

 

T

e

s

t

9

5

%

 

C

o

n

f

i

d

e

n

c

e

 

I

n

t

e

r

v

a

l

 

f

o

r

 

M

u

9

5

%

 

C

o

n

f

i

d

e

n

c

e

 

I

n

t

e

r

v

a

l

 

f

o

r

 

S

i

g

m

a

9

5

%

 

C

o

n

f

i

d

e

n

c

e

 

I

n

t

e

r

v

a

l

 

f

o

r

 

M

e

d

i

a

n


Figure 2. Latency Description (Air2Air)

Results

Air-to-Air Scenarios

Results from one of the air-to-air tests are depicted in Figures 1 – 4. The data presented are from the third air-to-air test where pilot activity was representative of close-in combat such that the aircraft exhibits rapid changes in position and orientation. Note that this level of activity was not sustained throughout the test. The data indicates that for the given scenario and workload (up to 102 entities), end-to-end delays as seen by the gateway are loosely correlated with entity count. Figure 2 provides descriptive measures of end-to-end latency as defined for this study, namely the time it takes a packet to be transmitted between the DIS ports of any two gateways linking the associated virtual cockpits. 

One significant observation of the data in this figure is the deviation in latencies, where over fifty percent of the values range between six and ten milliseconds. This is inconsistent with preliminary studies where deviations about the mean latency were relatively ‘tight’. In the broader scope however, the update rates provided to the VIU were sufficient for providing the pilots with a good visual perception of the synthetic airspace.
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Figure 3. Entity State Throughputs (Air2Air)
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Figure 4. Avg. Access to DIS Port (Air2Air)

The data presented in Figure 3 and 4 is useful for examining gateway performance. For the given scenarios, entity state data dominated the throughput at the HLA Interfaces. Figure 3 shows the expected increase in throughput as a result of increasing numbers of entities. 

The throughput from the cockpit is fairly constant; however, the plot does show correlation between the DIS and RTI throughputs (observed as spikes in the plot’s moving averages). This is most likely an artifact of the pilots reacting to each others movement, creating an increased rate of change in aircraft orientation and position, and resulting in increases in the entity state outputs at both interfaces. 

The significant point about this is that the run-time performance of the HLA Interface did not degrade as throughputs increased during these tests. The current implementation of the HLA Interface is configured to read the DIS UDP port at a 500 Hz rate (every 2 msecs.). Figure 4 shows the average access delay for reading the port, which deviates only on the order of microseconds despite an increasing load of traffic through the interface. This indicates that for the given workload the Gateway is able

 [image: image5.wmf]9

:

3

7

:

0

0

 

P

M

9

:

2

8

:

3

9

 

P

M

9

:

2

0

:

1

8

 

P

M

3

0

2

4

1

8

1

2

6

0

T

h

r

o

u

g

h

p

u

t

s

 

(

p

p

s

.

)

E

n

t

i

t

y

 

C

o

u

n

t

0

2

0

4

0

6

0

8

0

1

0

0

#

 

E

n

t

i

t

i

e

s

T

o

t

a

l

 

T

h

r

p

t

T

h

r

p

t

E

n

t

i

t

y

 

S

t

a

t

e

E

n

v

.

 

T

h

r

p

t


Figure 5. Throughputs vs. Entity Count (Air2Grnd)
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Figure 6. End-to-End Latency (Air2Grnd)

to complete all other processing and return to read its DIS port within microseconds of its scheduled time.

Concurrent development of the SE interface and contention for Viper 1, the virtual cockpit with support for displaying the STOW synthetic environment data resulted in a short test cycle to observe the run-time performance impact of SE. Only limited amounts of meaningful performance data from the air-to-ground scenarios was obtained, principally from the environmental data PDUs.

Air-to-Ground Scenarios

Figure 5 shows data gathered from Viper 3 during the last air-to-ground test. This test consisted of a workload generated by seven Soar agents, two virtual cockpits, over ninety ground-based CGF (companies of Red and Blue tanks, and SE data that included dynamic terrain (buildings, road craters, etc.), diurnal effects (night and day changes), smoke plumes, and road craters. The data throughputs to the HLA Interface DIS port. Additionally, shows total, Entity State, and environmental PDU the plot shows the influence of the STOW CGF. The end-to-end latency as seen by the gateway is better than the air- to-air test. Measures are presented in Figure 6 and 7. The
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Figure 7. Latency Description (Air2Grnd)

data show a mean end-to-end latency of 4.3 milliseconds and ranges between three and six milliseconds. It is possible that the lower latency in this test could be attributed to the lack of additional traffic from TACCSF, which was also conducting tests during the air-to-air tests.

LAN Behavior

Local area network transport delays are presented in Table 1. The results reinforce the point that in a LAN environment, most of the data latency is introduced at the application level. For STOW federates, that means processing and queuing delays in the RTI and application code. For the Gateway, that predominately means processing and queuing delays within the RTI since processing time associated with the data translation is on the order of microseconds.

WAN Behavior

Transport delays for the network connection with TACCSF are reported in Table 2. As expected the ‘time of flight’ on the WAN is significantly greater than on the LAN, averaging around twelve milliseconds during all the tests. TACCSF was simulating an AWACS aircraft and only reported data during the air-to-air test. The average latency across the RTI was 32.4 milliseconds. However, this was derived from a very small sample set during one test and should not be used as an estimate of expected application latencies given workloads similar to these tests.

Bandwidth Utilization

Table 3 presents the bandwidth utilization on the HLA network during the four test scenarios discussed in this report. The significant point is that the scenarios used in this study did not generate traffic that came even close to taxing the 10 Mbps network. The higher numbers associated with the air-to-air test are most likely a result of the additional test traffic generated from TACCSF and the higher entity state throughputs associated with the virtual cockpits and CGF.

Test
Avg.
Min.
Max.

Air2Air –High Movement
.22
.20
.54

Air2Grnd –no CGF, no SE
.22
.21
.37

Air2Grnd –no CGF, SE
.27
.21
1.84

Air2Grnd –CGF, SE
.32
.21
3.6

Table 1. LAN Transport Delays (msecs.) - HLA Network

Test
Avg.
Min.
Max.

Air2Air –

High Movement
12.99
11.01
35.51

Air2Grnd –

no CGF, no SE
12.02
11.08
15.93

Air2Grnd –

no CGF, SE
12.94
11.15
39.91

Air2Grnd –

CGF, SE
13.15
11.10
25.43

Table 2. WAN Transport Delays (msecs.) - HLA Network

Test
Percent Usage

Air2Air – High Movement
11.81%

Air2Grnd – no CGF, no SE
3.37%

Air2Grnd – no CGF, SE
2.62%

Air2Grnd – CGF, SE
5.4%

Table 3. Bandwidth Utilization - HLA Network

Summary

The paper has presented results from a performance study of the HLA Interface used in the DMT Experiment. 

One of the primary concerns was the performance of the HLA Interface since it had stringent requirements for providing state data at a rate that would not adversely impact the visual systems used in the virtual cockpits. The data gathered during the study is encouraging. It shows that even in the presence of increasing simulation workloads and network traffic, it can adequately translate and transmit STOW / HLA data to the virtual cockpits. Data translation times are on the order of microseconds, and the gateway implementation reduces latency by 

servicing its DIS and RTI ports at a 500 Hz rate. Other techniques have been used to reduce latency throughout the STOW federation such as turning off packet bundling. 

Perhaps the most important result of the study is anecdotal in nature. The pilots in the virtual cockpits currently cannot differentiate when the cockpits are linked using the HLA or just running on a DIS network. This was one of the primary goals of linking the virtual cockpits using an HLA network.

Additional testing should be done to better characterize the performance impact of synthetic environment data on gateway and virtual cockpit simulations. That will not be possible until the STOW integration is complete and software implementations stabilize. At that time additional data can be gathered to support better characterizations. Using the results presented here as a baseline of HLA Interface performance, new test scenarios should be designed and additional hardware provided to scale the size of the STOW synthetic battlespace within the context of the virtual cockpit-training environment. Additionally testing needs to fully stress the run-time performance of the HLA Interface so any limitations can be identified.
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