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Simulator Latency Measurement Using the Simulation Network Analysis Project (SNAP)

Overview

Simulator time-delays (latencies) are an important factor in the simulation world. In research and/or training any high-fidelity simulation is adversely affected by latencies. AFRL/VACD, located at Wright-Patterson AFB, Dayton OH, developed the Simulation Network Analysis Project (SNAP) to investigate these latencies. SNAP consists of custom real-time software and two hardware devices - the SNAP computer and an Electronic Visual Display Attitude Sensor (EVDAS). The SNAP computer can measure latencies between vital points in a stand-alone simulator and between networked simulators (with correlation accomplished via GPS time-stamping). These vital points include stick input, state variables, visual displays, and the network interface unit (NIU). EVDAS is used to measure the display attitude and aircraft target position directly from video input into the pilot’s visual display. SNAP has been used to measure latencies involved in several long-haul and local-area simulations.

Capabilities

Latency is a major concern in any simulation or system of simulators. With the continued development of long haul networked simulations latency concerns are even more pronounced. Network interface units and networks add to the time delay between geographically separated simulators.

In the DIS community, two figures of merit are used as latency rules of thumb; 100 milliseconds for a tightly coupled simulation and 300 milliseconds for a loosely coupled system. However, these terms can be misleading. How are these numbers obtained? How are they measured? What do these numbers measure (i.e. these numbers are between what and what)?

The resulting analysis tool, the SNAP computer, provides the ability to measure delays from input to a resultant action on the visual system. In addition, SNAP can time stamp and log Protocol Data Units (PDUs) and time correlate them to the other measurement data and also to Global Positioning System (GPS) time.

Engineering Issues

The Simulation Network Analysis Project (SNAP) grew out of a need to determine the ability of current DIS networks to 



handle the high fidelity networked simulations required by the Air Force. This project focused on the time delays associated with “long-haul simulations” for highly dynamic vehicles. To determine the time delays associated with the network and the simulators, a portable timing analysis unit was developed. This unit is the SNAP computer. In addition, a means to measure when the pilot’s visual display received updates was needed. This led to the development of the Electronic Visual Display Attitude Sensor (EVDAS). These two components and their associated software form SNAP (Figure 1).

The second major hardware component, the Electronic Visual Display Attitude Sensor (EVDAS) board, was designed, developed and constructed in-house and provides the necessary video signal information to be passed from the SNAP computer to the SNAP EVDAS box. The EVDAS box also contains a regulated microsecond clock used for accurate timing and time stamping. EVDAS was designed to detect motion in visual images, such as wing tips or the horizon.

The SNAP computer operates with the Intel RMX (iRMX) operating system with DOS running as a task. The iRMX operating system allows for real-time data gathering and DOS is used for the graphical user interface (GUI). The DOS GUI allows the user to control SNAP’s hardware and software. The GUI was developed using National Instrument’s LabWindows, which provides a user interface library and editor. The user interface library is used in conjunction with the user interface editor to create pull-down menus, dialog boxes, panels and controls, and display graphs and strip charts, all of which are used to display data or receive user input.

One SNAP computer can operate alone to determine several performance factors of a single simulator, such as stick input to out-the-window video delay, stick-to-instrument delay, stick-to-state variable delay, stick-to-PDU transmission delay, PDU reception to state variable change delay, and PDU reception to OTW video delay. Or, two SNAP computers can evaluate the performance of a networked simulation by connecting to two simulators in geographically separate locations and monitoring the end-to-end delay. SNAP can also monitor a network and give statistics on network traffic from generic Ethernet packets all the way down to a particular PDU type. There are several other 



features of SNAP, which allow the user to evaluate the data that is collected and produce a report. SNAP is also capable of driving repeatable input signals, allowing the user to have repeatable results.

SNAP is also accurate to around 500 microseconds. Finally, in an effort to obtain accurate data from a simulator (i.e. get data consistently at the same time slice within the frame), 


SNAP is capable of operating synchronous with the simulator in three different ways. The first is from an interrupt from the host computer, which synchronizes SNAP to the computer’s frame time. The second method is to use SNAP’s internal time clock. The third method is to synchronize off the video field display system being looked at by EVDAS.
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For more information contact Lt. Jesse Zydallis, AFRL/VACD, DSN: 785-2706.
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