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The Simulation Execution Environment
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Overview

The Simulation Execution Environment (SEE) is a highly automated system which uses graphical user interface tools to alleviate (see Figure 1.) repetitious tasks, manage distributed simulation systems and resources, and enhance technical support capabilities. The environment is designed to allow non-technical operators to run and execute distributed simulation systems with minimal technical support. One of the key features of the SEE is the transparency of execution on heterogeneous computer architectures and operating systems. SEE was put to the test during the Synthetic Theater of War Advanced Concept Technology Demonstration (STOW ACTD), sponsored by DARPA and the United States Atlantic Command, as part of Unified Endeavor 98-1.

The need for a Simulation Execution Environment arose during a period of rapid growth at the What If Simulation System for Advanced Research and Development (WISSARD) simulation testbed. To support the execution of the ACTD, the number of computer systems at WISSARD 



increased from fewer than ten to over eighty. Furthermore, as part of the STOW development effort, Synthetic Forces (SF) (the primary simulation system) was ported to multiple UNIX hardware platforms, including Silicon Graphics, Sun, and PCs (running Linux). Non-technical SF Operators at WISSARD experienced difficulties dealing with the different user interfaces provided by the various systems. Furthermore, the addition of many more computers without a corresponding increase in operator staffing lead to difficulties in managing the large number of simulation systems. SEE was developed to manage the systems in an efficient manner, eliminate user interface inconsistencies, and to reduce the complexity of operating a large number of systems.

Operational Advantages

By automating tasks to improve simulation execution operators, are able to perform numerous tasks from a single workstation, with minimal technical support. Operators are able to launch simulations on multiple machines, distribute files, monitor simulation systems, and print screens. The use

of GUI tools helps to ease the difficulty of performing complex tasks, and also allows the transition from one computer platform to another to be transparent to the user. 

All user interfaces are identical on every platform and the software is easily ported to any UNIX based system.

SEE enhances ease of use for operators. To simplify mundane tasks such as trying to enter (or even remember) complex command lines with many associated command line arguments such as: 

soarsf –group 30 –database 163 –nogui –tdbmem 90 –noaspdu –nomissiles –ex_dir /net/air102/usr/stow/AirSF/ModSAF/common/src/ModSAF –exercise CS+09 –event 3 –scenario CAS –ccsil –terrain swa_970922 –simaddr 46 8 –no_dtsim –no_dtscribe –envweathernosim –envseanosim –allow_env –rti_mom_channel 5 –network_monitor_address 199.123.172.200 –network_monitor 30000 –rtird_advert_discov WIS

simple scripts were originally developed. The scripts queried the operator for the command line parameters and provided reasonable default values. These scripts were later incorporated into GUI tools to allow the user to visually inspect the options and then launch the simulation with the appropriate command line arguments. Using the GUI tools helps to prevent operator error in entering incorrect parameters, and significantly reduces the time required for the operator to start the simulation.

The SEE also provides site configuration management. Since there were several sites involved in the STOW ACTD, it was difficult to insure that each of the sites were using the correct command line arguments for that particular site. With the SEE it is easy to modify one file to guarantee the correct command line arguments and distribute that file to all of the simulation systems so common command line arguments would be assured.


Technical Advantages

From a technical standpoint the SEE relieves a tremendous burden on the technical staff. During system testing and execution technical staff had to help with the operational tasks such as launching simulations and distributing. One of the goals of SEE is to allow the operator to be able to run all systems with minimal levels of technical support. Since nearly all common operational tasks are supported by simple GUI tools, the technical staff no longer needs to devote as much time to direct SF operator assistance.

Other technical capabilities of the SEE include automated debugging support, automated logging, automated warning systems, and software version control. The technical staff is notified when something goes wrong with a particular system, and they are able to monitor execution logs to know when a particular system has problems. When a system does crash for an unknown reason the system is analyzed and the technical staff receives immediate information concerning the crash. Core dumps are cataloged, archived, and analyzed automatically, with the results displayed on the technical staff’s control system. Software is easily distributed from the control system to the other systems, providing easy control and verification of software versions.

In managing the execution of the STOW ACTD, the SEE has proven to be a invaluable tool for WISSARD. Sites other than WISSARD are also using the SEE including the Joint Training Analysis Simulation Center, Air Force Research Labs, and SPAWAR System Command Simulation Center. Distributed computing resources need to be managed efficiently in any environment, and this system shows great potential for reuse with other exercise sites and simulation systems as well.

For further information contact Mr. Ed Harvey or Mr. Gary Kollmorgen at: (757) 857-5670.

Figure 1 SEE GUI
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