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PerfMETRICS Monitoring System
Overview
An important aspect of any DIS or HLA simulation performance analysis is system or application monitoring and data collection. The PerfMETRICS monitoring system was developed to support research, analysis, and development of DIS and HLA applications. It can be used by decision-makers to make assessments about the design, configuration, and control of DIS and HLA exercises. It provides run-time performance information on simulation components including timing information on model executions, information on the performance of the simulation infrastructure and specific information on simulation host performance such as CPU, memory, and network utilization. It measures network latencies and data throughputs and can be used to provide feedback and control of monitored applications.

PerfMETRICS has been successfully used to support DARPA’s Synthetic Theater of War (STOW) program. The system architecture of PerfMETRICS, however, is independent of a specific DIS or HLA domain and is being used in applications such as DIS-to-HLA Gateway monitoring for the Air Force Research Laboratory’s (AFRL) DMT Experiment, and for performance monitoring and control of HLA federates used in the Navy’s Battle Force Tactical Training (BFTT) Air Management Node project.

PerfMETRICS Capabilites

PerfMETRICS design and architecture is based on a software-driven monitoring method. This design rationale provides flexibility when defining what performance events are to be detected, collected, and analyzed. Using the software monitoring approach for the PerfMETRICS implementation provides hardware independence, allowing greater interoperability of different monitoring components that are part of the DIS and HLA environment. The monitoring system has four principal aspects that affect its design and development: instrumentation, data collection, data reduction and analysis, and application feedback and control. A separate process performs data collection and reduction on each workstation and communicates with the instrumented application on that workstation through a shared memory interface. The performance data is collated and stored for either static analysis or for run-time presentation by a separate analysis and display process running on a separate workstation. The data collection, reduction, and analysis components of the monitoring 



system are a separate process from the instrumentation component. Doing so reduces the level of direct intrusion on the execution of application code and provides a flexible and extendible architecture. PerfMETRICS control protocol provides a mechanism for the monitoring control station to provide feedback and control information (e.g., shutdown, new reporting interval, etc.).

Instrumentation

The instrumentation component consists of hand-instrumented application or system code (including any conditions for detection) at the proper software interface. Performance event detection at run-time occurs by the execution of this instrumented code. Identifying the proper interface is application specific and requires a programmer’s understanding of the application’s software architecture. A small library of monitoring support routines is linked into the application executable. These routines provide the mechanism for the application to communicate with the collection component through shared memory. PerfMETRICS has been developed and tested with various ModSAF (simulation) implementations, and an HLA Interface (gateway).

Data Collection

The data collection component is responsible for transmitting performance data packets over the network for the runtime feedback component of the PerfMETRICS system. Additionally, it gathers hardware and operating system performance data that coincides with the application performance data. Instances of performance data are included in a single structure that also contains control information for the monitoring system (i.e., collection interval, multi-cast group). At a specified interval, the collection ‘agent’, a UNIX daemon process, reads the performance data from shared memory (written to by both the application and the collection agent) and transmits the data over the network to members of the specified performance reporting group (used for run-time analysis). The collection component also does some amount of data reduction to pre-process the data into higher level information and reduce storage requirements.

Data Analysis and Presentation
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The GUI-based data analysis and presentation component of the monitoring system handles the run-time analysis and display of performance data and also saves the performance data to a binary file for post-exercise analysis. This component receives packets of performance data from all participating applications that are running the collection agent and reporting to the same group. Since this component is run on a workstation not running a DIS/HLA application, it is the only completely non-intrusive component of the PerfMETRICS system. PerfMETRICS provides a dynamic run-time presentation of application performance on any number of workstations designated for that task. Different views show the performance information relevant for each application type. Simulation performance information is categorized into three classes: entity-based, simulation-based, and system-based. Metrics are displayed for each of the categories. Examples include entity counts, processing times associated with models (i.e., behavioral, tasking, etc.), scheduler performance, and CPU, memory, and network utilization’s. Data latency and throughput information, as well as timing data is shown for the HLA Interface applications.
Feedback and Control

Control information can be transmitted back to the applications using the PerfMETRICS control packets. As an example, the PerfMETRICS GUI can be used to remotely shutdown and startup the HLA Interface. It can also be used to control the translation / transmission of DIS PDUs and HLA Data Packets.


Experiences and Use of PerfMETRICS

The PerfMETRICS monitoring system has been tested and successfully used for the applications described above. The response from the simulation community has been favorable and PerfMETRICS has demonstrated the utility of DIS and HLA performance monitoring to provide real-time feedback to exercise managers, planners, analyst, and other decision-makers. The performance information provided to these people now allows them to make timely inferences about system behavior as it relates to specific simulation exercises and experiments.
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For further information please contact Mr. Ed Harvey or Mr. Gary Kollmorgen at BMH Associates 757-857-5670.
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