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High Level Architecture / Synthetic Theater of War (HLA/STOW)

Interface Development

Overview
The HLA/STOW Interface Development to support Distributed Mission Training (DMT) is a joint project between the AFRL, Theater Air Command and Control Simulation Facility (TACCSF) and the Defense Advanced Research Projects Agency (DARPA). The successful use of Distributed Interactive Simulation (DIS) protocols on local and wide area networks at the AFRL has substantially improved the quality of DMT. Existing simulation systems must be expanded to accommodate cutting edge distributed simulation technologies, such as used in DARPA’s Synthetic Theater of War (STOW). STOW technologies were successfully employed during Unified Endeavor 98-1 to provide large-scale, high-resolution simulation for joint training and mission rehearsal. The STOW architecture is a High Level Architecture (HLA) based system and uses an array of high performance local and wide area network technologies (i.e., ATM-based, multicast IP using relevance filtering). It was mandated by the Office of the Secretary of Defense that new systems as well as several existing modeling and simulation systems adhere to the HLA standards. HLA is an architecture that supports systematic reuse of simulation systems and facilitates the interoperability of modeling and simulation systems. This architecture and the concepts that encompass it will be key elements necessary to the development of DMT.

Capabilities

The U.S. Air Force is currently developing system requirements for virtual aircraft simulators, used within DMT. DARPA in conjunction with the Air Force Research Laboratory (AFRL) in Mesa, Arizona is conducting what is referred to in the STOW community as the DMT Experiment. One of the objectives is to integrate virtual simulators with the STOW synthetic battlespace using the Defense Modeling and Simulation Office (DMSO) HLA and the Run Time Infrastructure (RTI).

This HLA version is fully compliant with the HLA Interface Specification. The interface requires this functionality since the RTI Data Distribution Management (DDM) service is to be used for the DMT Experiment. The availability of DMSO’s RTI 1.3 on Linux platforms [used for the DMT experiment] is not scheduled until late into the interface development cycle. Consequently, RTI-S, the RTI developed 



at Lincoln Labs for the STOW ACTD will be used for interface development and testing. RTI-S provided the first implementation of the RTI DDM service. The RTI-S will be substituted with DMSO’s RTI, version 1.3, as soon as it is feasible.

Another requirement of the HLA Interface is to use the STOW Federation Object Model (FOM). The interface must be configurable to use the Real Time Platform Reference (RPR) FOM. The RPR FOM is currently a subset of the STOW FOM regarding such items as environmental data (i.e., dynamic terrain), simulation and federation management, STOW Stealth 3-D visualization, and missile fly out notifications (for use with a STOW ordnance server).

Other HLA Interface requirements include support for voice communications among humans and synthetic entities (i.e., SoarSpeak system), terrain correlation mechanisms, and providing synthetic force capability for a stand-alone (no network) mode. The objective of this last requirement is to limit equipment requirements and to provide basic constructive simulation capabilities to support individual training without the need to actually be linked up on the network.
Lastly, the interface must be instrumented to measure the performance effects of integrating STOW technology with virtual aircraft simulators. The goal is to report latency, throughput, and bandwidth requirements of the STOW simulations as well as the HLA Interface, and relate those measures to the end-to-end performance of the virtual simulator environment (i.e., visual cues to trainees).

Engineering Issues

There are several significant points regarding the design. and implementation of the HLA Interface. First is the utilization of established FOMS (the STOW and RPR). The effort required to design, implement, test, and optimize (important when using DDM), a FOM can be significant. The reuse of the STOW FOM is the most cost-effective path for integrating the STOW synthetic environment. Another significant characteristic of the interface design is the reuse of a core set of STOW source code and libraries thereby benefiting from the ongoing STOW life cycle.

The experimentation goal is to link each virtual aircraft simulator to an HLA/STOW network. The link will be established using either the native HLA Interface or the 
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HLA/Ethernet gateway (labeled GW in the Figure). TACCSF’s AWACS simulators along with SOARSpeak will be used to demonstrate the human-to-synthetic Command and Control (C2) capabilities of STOW. Additionally, the inclusion of TACCSF creates a WAN environment; critical for meeting the performance testing objectives of the experiment. Twelve Pentium II, Linux-based workstations will be used to populate the synthetic battlespace with Computer Generated Forces (CGF). These are connected directly to the HLA/STOW network and have the RTI linked directly into the constructive simulations (JointSAF). AFRL is to have eight of the workstations and TACCSF is to have four. AFRL will have four F-16 virtual aircraft simulators and one A-10. Only two of the F-16 simulators will be configured to have the native interface. All other virtual aircraft simulators will use the gateway.

Lessons learned

Gateway development for phase one is complete and interface testing is being performed at the WISSARD facility, NAS Oceana.. Preliminary design work is on going for the native interface development in phase two. Phase one also includes Knowledge Acquisition/Knowledge Engineering (KA/KE) processes to identify among other things all the STOW FOM objects and object interactions.


Phase two of interface development consists of creating the native interface. Another important goal for phase two is the integration of PerfMETRICS, a performance monitoring tool for DIS and HLA simulations. It detects, collects, and displays high-level performance metrics that describe behavior of the physical and logical resources and services used in the design and implementation of DIS and High Level Architecture (HLA) simulations.

The primary benefit of using this particular HLA Interface is it provides a high level of interoperability for a given virtual simulator in the robust STOW synthetic battlespace. The actual degree of interoperability is only dependent on the limitations of the virtual simulator itself, and not on the interface mechanism or protocols employed for linking the individual simulators. HLA-compliant networking is essentially a by-product, albeit a very desirable one, of this effort.
The HLA Interface from this project is a mechanism to integrate synthetic forces and synthetic environments into a DMT-like environment using existing STOW technologies. Preliminary studies provide a level of confidence that STOW integration will not adversely impact the performance of the virtual simulators and that latencies introduced by the interface will be minimal.

[image: image2.wmf]AFRL Configuration

STOW

JointSAF

CELL

(8 Pentium II)

GW

GW

F-16 Simulator w /

Native Interface

GW

A-10

Simulator

HLA LAN

Synthetic

Environment

Server

Ordnance Server

TACCSF Configuration

STOW

JointSAF

CELL

(4 Pentium II)

WAN

Gateway

HLA LAN

SOARSpeak

GW

AWACS

Simulator

DMT Experiment System

Architecture

F-16 Simulator w /

Native Interface

F-16

Simulator

F-16

Simulator

WAN

Gateway

For further information please contact Mr. Richard Martinez at AFRL, 602-988-6561or Mr. Ed Harvey at BMH 757 857-5670.
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