Predator UAV Synthetic Task Environment

Domain Description

This document describes a realistic Predator uninhabited air vehicle (UAV) synthetic task environment (STE) developed by behavioral scientists and software engineers at the Air Force Research Laboratory’s Warfighter Training Research Division in Mesa, AZ.  The core of the environment is a detailed simulation of the Predator UAV developed by AFRL-Mesa via its on-site contractors and Parker International.  This simulation has been used to train Air Force RQ-1A, System 4 Predator pilots.  

Built on top of the core aerodynamics model are three synthetic tasks—the Basic Maneuvering Task in which a pilot must make very precise controlled changes in UAV airspeed, altitude and heading; the Landing Task in which the UAV must be guided through a standard approach and landing; and the Reconnaissance Task in which the goal is to obtain simulated video of a target through a small break in cloud cover. The design of these synthetic tasks results from a unique collaboration between behavioral scientists and expert pilots of the Air Force’s Predator UAV.  The aim in developing the tasks was to extract important segments of the UAV pilot’s overall task—segments that tax the key skills required by a UAV pilot.  They are tasks that lend themselves to laboratory study, yet do not fall prey to oversimplifications that change the fundamental skills and strategies required to fly a real UAV.  The design philosophy and techniques are described in Martin, Lyon and Schreiber (1998).  Tests using military and civilian pilots showed that experienced UAV pilots perform better on multidimensional measures across the three  tasks than pilots highly experienced in other aircraft, indicating that the tasks tap UAV-specific pilot skill.

All of the tasks have a common general structure.  The pilot first works through a computer-based multimedia tutorial that provides declarative and procedural information necessary to interpret the displays and perform the tasks.  When he or she is ready to begin the task, an initial display screen shows information about the trial that is about to begin.  When the pilot is ready, he or she presses the trigger on the control stick and the trial begins.  After the trial finishes, a feedback screen is presented showing the results of detailed performance measures.  

This STE is recommended for researchers who wish to contribute to a body of knowledge about human-system interaction issues in complex, dynamic domains that involve coordinated perceptual, cognitive, and motor demands.  

Features

Software Modifiability.  The core aero model that controls vehicle response to user or model inputs is inaccessible, as is the code that controls the update rate (i.e., “heartbeat”) of the simulation.  Therefore, neither of these is modifiable.  The update rate of the simulation is 20 ms (50 Hz).  The implications of this are that researchers are unable to modify the predator-specific personality of the aerodynamics and vehicle response. 
However, the system architecture allows a programmer to tap into the data being transmitted on the different sockets and use it for custom applications. This translates into being able to create a new program that traps the data and performs some action desired by the user. For example, one can program a map display and position the vehicle based upon the data received. Thus, it is possible for the programmer to modify the HUD, Terrain or Map display for a customized application.

Data Recording and Analysis.  A data analysis software package has been developed to facilitate results visualization and data extraction. Written in C++, this software uses classes to ease data extraction. A class has been developed for each task (Basic Maneuvering, Landing, and Reconnaissance) that contains the functions and data structures to easily access trial data.  Aircraft state data and control positions are saved to the data stream every 200 ms.  Outcome measures (e.g., RMSD from desired altitude, total time on target) are also saved following every trial.  All source code related to data storage and analysis is available. Human-based or Model-based Operation.  The system can be operated by a human through the stick, throttle, and rudder controls.  Alternatively, it can be operated by a computational model via datagram socket communication.

Past/Current Research

This STE was used in a U.S. Air Force study to assess the speed and accuracy with which different populations of operators could learn to fly the RQ-1A Predator UAV (Schreiber, Lyon, Martin, and Confer, 2002).  It currently is being used by human factors researchers in AFRL’s Crew System Interface Division, Human Effectiveness Directorate, to investigate technologies that improve human operator control of the Predator UAV.  Finally, it is being used for cognitive modeling research at the Warfighter Training Research Division in Mesa, AZ.

Hardware/Software Requirements (User selects 2- or 3-monitor setup)

Processor
Minimum Pentium III 933MHz or equiv. AMD

Memory
Minimum 256MB 133MHz SDRAM-1

Hard Drive
Minimum 250 MB available for Software Installation

Controller (Mother Board)
Intel® 815E Chipset or equivalent

CD ROM Drive
48x Variable Speed CD-ROM or DVD Drive

Video Cards
Matrox G550* Dual Head or Matrox Parhelia (supporting 3 monitors)


 (*additional GeForce4 MX 420 or equivalent needed for 3rd monitor)

Monitor(s)
2 or 3 SVGA Color Monitors

Keyboard
104 Key Enhanced Keyboard

Mouse
Microsoft Intellimouse or Logitech Trackball

Operating System
Microsoft Windows 2000 Professional

USB Ports
1 USB Port (2 if mouse on 1st USB Port)

Network Card
Ethernet Card (NIC) running 100Mbps

Hand Peripherals
THRUSTMASTER Afterburner Stick and Throttle


with built-in Rudder or

Optional Peripherals
THRUSTMASTER Elite Rudder Pedals





    with Thrustmaster's Top Gun Platinum or Thrustmaster HOTAS Cougar

    connected to 15 pin gameport on Stick (not on PC)

Cost and Distribution Requirements

The software is available for free. However, the software is export controlled and potential recipients must have a need to receive the software for government-sponsored research purposes, must be certified by the Defense Logistics Information Service as an authorized recipient of the software, and must sign a Memorandum of Agreement stating they will not distribute the software to anyone else.  All of this is not quite as onerous as it sounds, and researchers at AFRL-Mesa will assist with the process.

Contact

Kevin Gluck (kevin.gluck@williams.af.mil)
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